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Thermodynamic properties of liquid water from a polarizable
intermolecular potential
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Molecular dynamics simulation results are reported for the pressure, isothermal pressure coefficient,
thermal expansion coefficient, isothermal and adiabatic compressibilities, isobaric and isochoric heat
capacities, Joule-Thomson coefficient and speed of sound of liquid water using a polarizable poten-
tial [Li et al., J. Chem. Phys. 127, 154509 (2007)]. These properties were obtained for a wide range of
temperatures and pressures at a common liquid density using the treatment of Lustig [J. Chem. Phys.
100, 3048 (1994)] and Meier and Kabelac [J. Chem. Phys. 124, 064104 (2006)], whereby thermo-
dynamic state variables are expressible in terms of phase-space functions determined directly from
molecular dynamics simulations. Comparison with experimental data indicates that the polarizable
potential can be used to predict most thermodynamic properties with a very good degree of accuracy.
© 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4779295]

I. INTRODUCTION

It is difficult to overstate the importance of water because
it has a role in many biological, chemical, physical, and tech-
nical processes. Therefore, considerable emphasis has been
placed on modelling and predicting the properties of water,
some of which have well-documented anomalies.1 Early at-
tempts to predict the properties of water involved either em-
pirical correlations or equation of state modelling.2, 3 From a
practical perspective such approaches have considerable merit
but they only provide a limited theoretical insight into the
underlying nature of intermolecular interactions, which ulti-
mately determine water’s properties. In contrast, when used
properly, molecular simulation4 provides unambiguous infor-
mation regarding the merit of the underlying model. Further-
more, molecular simulation can be increasingly used to pro-
vide worthwhile predictions to both guide and supplement ex-
perimental work.

Except for “on-the-fly” methods,5 the use of molecular
simulation requires the a priori postulation of an intermolec-
ular potential to evaluate inter-particle forces or energies. As
reviewed elsewhere6 there are many alternative intermolecu-
lar potentials for water, which reflects the difficulty of accu-
rately predicting its diverse properties. The most widely used
models are rigid and variants of either the four-site7 trans-
ferable interaction potential (TIP4P) or the three-site simple
point charge (SPC, SPC/E) models.8, 9 The basis of many of
these potentials is at best semi-empirical, although some re-
cent progress10 has been made in developing intermolecular
potentials from first principles.

An aspect that is missing from many intermolecular po-
tentials is the contribution of polarization, which is increas-
ingly being recognized11–15 as an important contribution to
the properties of water. Polarizable potentials approximate
the effect of multibody interactions that arise because the in-
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duced dipole of each molecule generates an electric field that
affects all other molecules. For example, the Gaussian core
polarizable model11 yields a considerable improvement for
the simultaneous prediction of various properties, including
the diffusion coefficient. Recently, considerable success has
been reported16, 17 using the Matsuoka-Clementi-Yoshimine
non-additive18 (MCYna) potential, which combines an
ab initio two-body potential with an explicit evaluation of in-
duction forces.

The prediction of thermodynamic properties is of funda-
mental importance in many processes and as such it is an
important test for the intermolecular potential. Despite this,
molecular simulation of the thermodynamic properties for
water, and indeed other molecular systems, reported in the
literature19–33 is often confined to quantities such as pres-
sure (p), energy (E), isochoric (Cv), and isothermal (Cp) heat
capacities. In contrast, other thermodynamic properties such
as the isothermal pressure coefficient (γ v), thermal expan-
sion coefficient (αp), isothermal (βT), and adiabatic (βS) com-
pressibilities, Joule-Thomson coefficient (μJT), and the speed
of sound (w0) are much less commonly reported. This absence
of data is illustrated in Table I, which compares predictions of
various intermolecular potentials. For the intermolecular po-
tentials summarized in Table I, we could not find values in the
literature for γ v, βS, or μJT. It is apparent from Table I that
there are considerable differences in the values of both Cv and
Cp predicted by the various intermolecular potentials. There
is reasonable agreement with experiment for βT between the
different potentials whereas, in most instances, αp is very in-
accurately predicted.

The incomplete comparison in Table I can be partly at-
tributed to the fact that only a few thermodynamic properties
can be observed directly from conventional molecular simula-
tions. For example, temperature (T), potential energy (U), and
pressure (p) are the only directly observable quantities from
microcanonical (NV E) ensemble simulations with a constant
number of particles (N), volume (V ), and energy (E). This
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TABLE I. Comparison with experiment for the thermodynamic properties predicted by various intermolecular
potentials for liquid water at 298 K and 0.1 MPa.

Potential Cv (J/mol K) Cp (J/mol K) βT (1/GPa) ω0 (m/s) αp (10−4/K) Ref.

SPC 84.516 0.461 7.51 19
SPC/E 77.613 0.446 5.14 20
TIP3P 70.291 0.495 8.56 19
SPC/Fw 114.516 0.45 4.98 21
SPC/Fd 116.148 0.454 5.08 21, 22
TIP4P 80.751 0.67 9.4 23
TIP4P/2005 79.077 0.463 19
MCY 62.341 3040 24, 29
MCYL 73.638 3130 25
MCYna 74.357 74.63 0.448 1498.4 2.63 This work
ST2 87.864 92.885 0.63 − 6.9 26
TIP5P 122 0.46 6.7 23
NveD 101 0.56 2.8 27
IAPWS-95 74.836 75.770 0.448 1505.1 2.54 28
Experiment 74.44 75.338 0.458 1496.7 2.57 30–33

means that the calculation of other thermodynamic quantities
requires the use of fluctuation formulas or equations of state.
In contrast, Lustig34–37 showed that, in principle, it is possi-
ble to calculate all thermodynamic state variables from key
derivatives obtained directly from either molecular dynamics
(MD) or Monte Carlo simulations. The method is based on
the exact expressions for the thermodynamic state variables
reported by Pearson et al.38 using a Laplace transform tech-
nique for the microcanonical ensemble. Cağin and Ray39, 40

used this technique to derive expressions in the NV E �P and
NV T �P ensembles, which also maintain a constant linear mo-
mentum ( �P ). Lustig34–37 extended the method to systems of
rigid polyatomic molecules. Meier and Kabelac41 developed
further improvements of this technique, which involves an ad-
ditional quantity ( �G) that is related to the initial position of
the center of mass. This means that MD simulations are con-
ducted in an NV E �P �G ensemble. The approach has also been
recently extended to the canonical ensemble.42

The advantage of the NV E �P �G method is that it allows
us to directly obtain all the thermodynamic quantities of a
fluid from a MD simulation. Previous work has indicated16–18

that polarization effects, as described by the MCYna poten-
tial, have a significant influence on such properties as the di-
electric constant and structure of water. The aim of this work
is to use the NV E �P �G method to evaluate the ability of the

MCYna potential to predict the thermodynamic properties of
liquid water.

II. MD SIMULATIONS

A. Overview of the NVE �P �G method

The method has been discussed in detail
elsewhere34, 39, 41–43 and only a brief outline of the salient
features is given here. The fundamental equation of state for
the system is defined by the entropy (S) postulate, i.e.,41

S(N,V,E, �P , �G) = k ln �(N,V,E, �P , �G), (1)

where �(N,V,E, �P , �G) is the phase-space volume and k is
the Boltzmann constant. The basic phase-space functions are
then introduced as an abbreviation representing the deriva-
tives of the phase-space volume with respect to the indepen-
dent thermodynamic state variables:

�mn = 1

ω
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∂Em∂V n
, (2)

where ω is the phase-space density. The exact derivation of
the phase-space function is quite involved41 resulting in a gen-
eral expression given by
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TABLE II. Relations of thermodynamic state variables in terms of phase-space functions.

Temperature T = (
∂E
∂S

)
V

= �00
k

Pressure p = T
(

∂S
∂V

)
E

= �01

Isochoric heat capacity CV =
[(

∂2S

∂E2

)
V

]−1 = k (1 − �00�20)−1

Isothermal pressure coefficient γV =
(

∂p
∂T

)
V

= k
�11−�01�20

1−�00�20

Isothermal compressibility β−1
T = −V

(
∂p
∂V

)
T
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[
�01(2�11−�01�20)−�00�2

11
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Adiabatic compressibility β−1
S = −V

(
∂p
∂V

)
S

= V [�01 (2�11 − �01�20) − �02]

Speed of sound w2
0 = − V 2

M

(
∂p
∂V

)
S

= V 2

M
[�01 (2�11 − �01�20) − �02]

Thermal expansion coefficient αP = βT γV

Isobaric heat capacity CP = CV
βT
βS

Joule-Thomson coefficient μJT = V
T γV βT −1

CP

which involves the sum of the degrees of freedom of all
the molecules (F), ensemble averages of products of powers
of the kinetic energy K = E − U

(�rN
)
, and volume deriva-

tives of the potential energy ∂ nU/∂ V n. In Eq. (3) and
hereafter N is the number of water molecules and 〈...〉 de-
notes ensemble averages. The (x)n = x(x + 1)(x + 2) · · ·
(x + n − 1) terms represent the Pochhammer symbol with
(x)0 = 1, where x is any quantity contained in the brackets,
and δi j is the Kronecker delta. The term cilk Wilk is a prod-
uct of certain volume derivatives of the potential energy Wilk

= (−∂iU/∂V i) (−∂kU/∂V k) ... and of multinomial coeffi-
cients cilk described in detail elsewhere.41 The volume deriva-
tives of nth order for the potential energy are given by

∂nU

∂V n
= 1

3nV n

N−1∑
i=1

N∑
j=i+1

n∑
k=1

ankr
k
ij

∂ku

∂rk
ij

, (4)

where u is the intermolecular potential energy and rij denotes
the distance between particle i and j. The coefficients an k are
constructed using a recursion relation.41 All thermodynamic
state variables are then expressible in terms of the phase-space
function. The resulting thermodynamic state variables used
in this work are summarized in Table II and explicit expres-
sions for the phase-space functions are given in the Appendix.
From a practical perspective, simulations in the NV E �P �G
simply involve implementing a conventional NV E �P simu-
lation while keeping track of the volume derivatives of the in-
termolecular potential required for the evaluation of the ther-
modynamic quantities.

B. MCYna potential and simulation details

The NV E �P �G MD simulations were performed for a
homogenous fluid of water molecules interacting via the
MCYna potential.18 The MCYna potential is a polarizable
extension of the ab initio Matsuoka-Clementi-Yoshimine
(MCY) potential.29 The MCYna potential treats the wa-
ter molecule as a rigid triatomic system with two negative
charges placed on hydrogen atoms and one positive charge
placed on the bisector of the H–O–H angle near the oxygen

atom. The MCYna intermolecular potential u(r) for water is
the sum of two-body additive u2, non-additive three-body u3,
and polarizable upol contributions

u(�r) =
N∑

i<j

u2(�ri, �rj )+
N∑

i<j<k

u3(�ri, �rj , �rj )+upol. (5)

The contribution of two-body interactions was obtained
from the ab initio MCY potential29

u2 = q2 ·
(

1

r13
+ 1

r14
+ 1

r23
+ 1

r24

)
+ 4q2

r78

− 2q2

(
1

r18
+ 1

r28
+ 1

r37
+ 1

r47

)
+ a1e

(−b1r56)

+ a2
(
e(−b2r13) + e(−b2r14) + e(−b2r23) + e(−b2r24)

)
+ a3

(
e(−b3r16) + e(−b3r26) + e(−b3r35) + e(−b3r45)

)
− a4

(
e(−b4r16) + e(−b4r26) + e(−b4r35) + e(−b4r45)) . (6)

The meaning of the parameters is the same as given in
the literature29 and their values are summarized in Table III.
The benefit of an ab initio potential is that it should avoid
many of the theoretical uncertainties of empirical intermolec-
ular potentials, such as the need to fit the parameters of the
potential to experimental data for various properties. How-
ever, in the absence of non-additive contributions, it has been
demonstrated18, 24, 29 that the original MCY potential29 yields
inaccurate results for the energy, dielectric constant, dipole
moment, radial distribution functions, heat capacities, and
speed of sound of water.

Non-additive contributions to intermolecular interactions
arise for induction interactions, resulting from molecular po-
larizability, short-range repulsion, and dispersion interactions.
It is well documented18, 44 that multibody dispersion interac-
tions can be adequately described using the Axilrod-Teller45

triple dipole term,

u3 = ν(1 + 3 cos θi cos θj cos θk)

(rij rikrjk)3
, (7)
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TABLE III. Intermolecular parameters used in MCYna intermolecular po-
tentials. Unless otherwise stated, all values are in atomic units.

Parameter Value

a1 1734.1960
a2 1.061887
a3 2.319395
a4 0.436006
b1 2.726696
b2 1.460975
b3 1.567367
b4 1.181792
q2 0.514783
rOH 0.957200
rOM 0.505783
θHOH (deg) 104.52
α (Å3) 1.44
β (dimensionless) 0.557503
ν 287.944

where θ i, θ j, and θ k are inside angles of the triangle formed
by three atoms denoted by i, j, and k, and rij, rik, and rjk

are the three side lengths of the triangle. The parameter ν is
the non-additive coefficient, which can be determined from
experiment.46 The theoretical background and rationale for
using this formula is given elsewhere.18 The contribution
of multibody non-additive polarization interactions was ob-
tained from41

upol = −1

2

N∑
i=1

�μind
i · �Eo

i , (8)

where �Eo
i is the electrostatic field of surrounding charges and

�μind
i is the induced dipole at site i given by

�μind
i = αβ · �Ei = αβ ·

⎡
⎣ �Eo

i +
N∑

j=1,j �=i

Tij �μind
j

⎤
⎦ . (9)

In Eq. (8) αβ is the polarizability and Tij is the dipole
tensor:

Tij = 1

4πεor
5
ij

[
3rij r

′
ij − r2

ij

]
. (10)

The main computational cost for the MCYna potential is
the evaluation of the three-body terms via Eq. (7). Although
we have performed these calculations here, past experience18

indicates that induction interactions represent the most impor-
tant non-additive contribution. Calculating induction interac-
tions via Eq. (9) typically18, 47 doubles the computation time
compared with simple intermolecular potentials such as the
SPC/E potential. Further details of the calculation procedure
are also available elsewhere.16–18, 47

Other polarizable potentials are available in the
literature,11–15 although their usefulness for thermodynamic
properties has not been tested extensively. A feature of
some polarizable water potentials is that they incorporate ei-
ther Lennard-Jones48 or exponential-6 interactions,49 which
means that the non-additive contribution to intermolecular
interactions is not clearly identified. The advantages of the

MCYna potential are that it has a two-body term that is based
on an ab initio calculation and an explicit non-additive contri-
bution.

The simulations were performed at a constant density of
55.371 dm3/mol (i.e., 0.998 g/cm3 or 100 molecules per nm3).
At this density water is in the liquid phase for a wide range
of temperatures enabling calculations between 298 K and
645 K. The system consisted of 500 water molecules confined
to a cubic box and subject to periodic boundary conditions.
The simulations were conducted for 500 000 time steps with
a time interval of 2 fs with the first 400 000 steps used for
equilibration.

There are electrostatic, three body and polarization inter-
actions in the MCYna model. The induced dipole moment
was calculated using the conjugate gradient method.18 An
Ewald summation was used for Columbic interactions with
a convergence parameter of α = 5.0/L. The real-space cutoff
for the Ewald sum was L/2 where L is the box length, the
reciprocal-space cutoff was 5/2L, and the screening parame-
ter was set to 5.6/L. A spherical cutoff radius equal to half
the box length, 12.331 Å was used to evaluate the forces and
energies. The SHAKE algorithm4, 50 with the Verlet leapfrog
integrator4 was used to constrain the molecular structure.

For the MCYna potential there is one polarizable site on
the negative charge center of each water molecule. For sim-
plicity, intramolecular interactions are ignored, which means
that the induced dipole does not interact with the partial
charge on the same water molecule. The gas phase polar-
izability coefficient1 of 1.44 Å3 results in a value for the
dipole moment in the liquid phase, which does not agree with
experiment. To improve the accuracy, a scaling factor18 of
β = 0.557503 was used, which results in a polarizability co-
efficient of 0.802804 Å3. This gives a dipole moment of 2.9
D, with 0.9 D attributed to induction interactions. Three-body
interaction is assumed only between oxygen atoms because
of the electron poor feature of hydrogen. In the absence of an
experimental value, the value of the non-additive coefficient
of oxygen was assumed to be 5/9 the value for argon, which
reflects the relative size difference of the two atoms.

III. RESULTS AND DISCUSSION

A. Reference data for water

Ideally, simulation results should be compared directly
with experimental data. However, almost all experimental re-
sults for water reported in the literature are at isobaric condi-
tions whereas the MD simulations in the NV E �P �G ensemble
yield isochoric values. Therefore, we must either convert the
data or find an accurate alternative to the experimental val-
ues. For this purpose, we have used the International Asso-
ciation for the Properties of Water and Steam (IAPWS-95)
software developed by Wagner28 to calculate thermodynamic
quantities at isochoric conditions. IAPWS-95 is based on a
highly accurate empirical equation of state3 for water. The ac-
curacy of such calculations are apparent from the comparison
given in Table I in which the IAPWS-95 results are in very
close agreement with experimental values for CV , Cp, βT,
αp, and w0. The comparison indicates that IAPWS-95 may
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FIG. 1. Pressure as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____). Error bars for this
and subsequent figures are not illustrated because the statistical uncertainties in the simulations are typically smaller than the size of the symbols.

yield values that are slightly higher than experimental val-
ues but the difference is probably within experimental uncer-
tainty. IAPWS-95 can only be used to directly calculate p, CV ,
Cp, μJT, and w0. The remaining thermodynamic quantities,
namely βT, βS, γ v, and αp are calculated from the IAPWS-95
outputs using the following well-known relationships:51

βs = V

w2
0M

βT = βsCp

CV

γ 2
V = CV

(
β−1

s − β−1
T

)
T V

αp = μJT Cp

T V
+ 1

T

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (11)

where M is the total mass of the system. It should be
noted that the MCYna results are pure predictions and abso-
lutely no attempt has been made to optimize agreement with
experiment.

B. Pressure

The pressure of liquid water as a function of tempera-
ture from our simulations is compared with accurate reference
data28 in Fig. 1. The pressure of water is an almost linearly
increasing function of temperature. The pressure calculated
from our simulation is in very good agreement with the ref-

erence data over the entire range of temperatures. The pres-
sure from simulations at a temperature less than 290 K (not
shown in Fig. 1) is negative, which implies that water is in a
metastable state. Negative pressures for metastable water have
been reported previously.52, 53

C. Isothermal and adiabatic compressibilities

The isothermal compressibility is positive in the one
phase region. For an ordinary liquid isothermal compress-
ibility increases with temperature as it becomes less dense.
In contrast, at constant pressure, experimental values52, 54

of the isothermal compressibility of water pass through a
temperature minimum before increasing with temperature
like an ordinary fluid.55 A comparison with experiment at
0.1 MPa over the temperature range of 260 K to 360 K for
the TIP5P, TIP4P, TIP4P/2005, and SPC/E potentials has been
reported by Pi et al.56 There are large deviations from experi-
ment for the TIP5P, TIP4P, and SPC/E potentials, particularly
at higher temperatures. In contrast, the TIP4P/2005 potential
yields good agreement.

Simulation results for the isothermal compressibility of
water as a function of temperature are compared with refer-
ence data in Fig. 2. Unlike the constant pressure data, our re-
sults at constant volume correspond to a range of pressures
as is illustrated in Fig. 1. This means that the values of βT

from both simulation and the reference data28 continue to de-
crease with increasing temperature. At low temperatures, the
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FIG. 2. Isothermal compressibility as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).

isothermal compressibility predicted by the MCYna potential
is in very good agreement with the reference data obtained
from IAPWS-95. However, as the temperature is increased
the simulation results increasingly under predict the reference
data. The quality of agreement with the reference data is sim-
ilar to the results obtained57 for the TIP4P/2005 potential.

Results for the adiabatic compressibility of water are
compared with reference data in Fig. 3. The adiabatic com-
pressibilities obtained from the MCYna potential are in very
good agreement with the reference data at all temperatures. In
particular, the agreement for temperatures below 400 K is ex-
ceptionally good, whereas at higher temperatures a relatively
small degree of under prediction becomes increasingly appar-
ent. This provides an interesting contrast with the results for
the isothermal compressibilities (Fig. 2), which display much
larger deviations from the reference data.

D. Isothermal pressure coefficient

Simulation results for the isothermal pressure coefficient
are compared with reference data for water in Fig. 4. In the
temperature range of 298 K to 425 K, the isothermal pressure
coefficients obtained using the MCYna water potential are in
very close agreement with the results from IAPWS-95. At
higher temperatures, the simulation results under predict the
isothermal coefficient but the agreement is nonetheless rea-
sonably good. Experimentally, the isothermal pressure coeffi-
cient becomes negative in the phase-space region with anoma-
lous density behavior.43 The observation that the isothermal

pressure coefficient is positive for the entire simulation re-
gion implies that water does not show anomalies at a density
of 0.998 g/cm3.

E. Thermal expansion coefficient

The thermal expansion coefficient is the measure of the
tendency of matter to change volume in response to a change
in temperature. The thermal expansion coefficient as a func-
tion of temperature is illustrated in Fig. 5. Experimentally, the
thermal expansion coefficient increases almost linearly until
it reaches its peak value at 430 K and then it decreases. This
means the tendency of water to change volume is most appar-
ent when the temperature is between 400 K and 450 K. It is
apparent from the comparison given in Fig. 5 that the MCYna
water potential closely mimics the behavior of the reference
data. At all temperatures, the MCYna potential only slightly
under predicts the true value of the thermal expansion coef-
ficient. The MCYna potential predicts a maximum value of
6.629 × 10−4 K−1 at 445 K. These good results contrast with
the failure of other intermolecular potentials (Table I). For ex-
ample, at 298 K the value of αp predicted by the SPC/E and
TIP4P potentials, exceed the experimental value by approxi-
mately 200% and 365%, respectively.

F. Isochoric and isothermal heat capacities

The isochoric heat capacity of water as a function of
temperature from our simulation and reference data28 is
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FIG. 3. Adiabatic compressibility as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).

FIG. 4. Isothermal pressure coefficient as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).
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FIG. 5. Thermal expansion coefficient as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).

illustrated in Fig. 6. The isochoric heat capacity decreases
progressively with increasing temperature. The comparison
with reference data in Fig. 6 shows that the MCYna potential
can be used to accurately calculate the isochoric heat capac-
ity for the entire range of temperatures (298 K to 645 K) at
which water is a liquid. The average percentage deviation be-
tween the simulation and reference data over the entire tem-
perature range is 2.78%. We are unaware of a similar com-
parison for other intermolecular potentials. However, path in-
tegral molecular dynamics (PIMD) calculations of isochoric
heat capacity of water vapor at temperatures up to 3000 K
have been reported.57 In contrast to our results for the liquid
phase, quantum corrections were required57 to obtain accept-
able agreement with experimental results for water vapor. The
PIMD calculations used a flexible variant of the SPC poten-
tial, which does not explicitly account for polarization.

The isobaric heat capacity of water as a function of tem-
perature is compared with reference data in Fig. 7. The val-
ues of the isobaric heat capacity obtained from the MCYna
potential under predicts the reference data at all temperatures,
which is in sharp contrast to the very good agreement obtained
for isochoric values (Fig. 6). As is evident from the relation-
ships in Table II, the isobaric heat capacity is derived from the
values of isochoric heat capacity and compressibilities. There-
fore, an error in either of these thermodynamic quantities will
be reflected in the results for the isobaric heat capacity. It is
evident from Figs. 2, 3, and 6 that the MCYna potential under
predicts all of these quantities, which at least partly accounts
for the isobaric heat capacity results. It is apparent from the

comparison of the isobaric heat capacities (Table I) calcu-
lated from other potentials that the MCYna potential nonethe-
less yields the best agreement with experiment. At 298 K and
0.1 MPa, the deviation from experiment is less than 1% com-
pared with considerably larger discrepancies for the other po-
tentials. It is of interest to note, that with the exception of
TIP3P, all the potentials in Table I over predict the isobaric
heat capacity whereas the MCYna potential under predicts it.
Figure 7 indicates that this under prediction widens with in-
creasing temperature. It is sometimes suggested57 that the
over prediction of heat capacity is caused by a failure to ad-
dress quantum influences whereas the MCYna results also
clearly demonstrate the importance of polarization as a key
contributing factor.

Extensive data for other potentials at different tempera-
tures are not available in the literature. A recent comparison
with experiment for Cp calculated for the SPC/E potential re-
ported by Bandyopadhyay et al.58 indicates over prediction
at low temperatures (260 K to 300 K) and under prediction
at higher temperatures (320 K to 350 K). In contrast at pres-
sures of both 0.1 MPa and 100 MPa, good agreement with
experiment has been reported57 for the TIP4P/2005 potential
at temperatures between 240 K and 300 K.

G. Joule-Thomson coefficient

The Joule-Thomson effect describes the temperature
change of a gas or liquid when it is forced through a valve or
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FIG. 6. Isochoric heat capacity as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).

FIG. 7. Isobaric heat capacity as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).
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FIG. 8. Joule-Thomson coefficient as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).

FIG. 9. Speed of sound as a function of temperature predicted by the MCYna potential (red ◦) and compared to reference data28 for water (____).
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porous plug while kept insulated so that no heat is exchanged
with the environment. The simulation results are compared
with reference data in Fig. 8. The Joule-Thomson coefficient
is negative for the entire simulation region, which indicates
that there is no inversion curve (locus of μJT = 0) for water
at higher densities. The MCYna potential qualitatively repro-
duces the behavior of the reference data at all temperatures,
although the value of the Joule-Thomson coefficient is un-
der predicted. The disparity increases with increasing tem-
perature. This is consistent with the trend observed for the
isobaric heat capacity (Fig. 6). The simulated values of the
Joule-Thomson coefficient are derived (Table II) from results
obtained from the isobaric heat capacity, isothermal com-
pressibility, and isothermal pressure coefficient and as such
incorporates the uncertainties from all of these quantities,
each of which under predict the reference data. There are no
results for other commonly used intermolecular potentials to
compare with the MCYna results.

H. Speed of sound

The speed of sound in water as a function of tem-
perature is illustrated in Fig. 9. It is apparent from Fig.
9 that the MCYna potential yields good agreement with
the reference data for temperatures between 298 K and
400 K. For T > 400 K the MCYna potential increasingly
over predicts the speed of sound. The error increases with in-
creasing temperature but arguably the maximum discrepancy
of 2.19% at 645 K is acceptable. It is difficult to assess these
very good results relative to other intermolecular potentials
because, as the comparison in Table I indicates, there is no
comparable data for other models. It is interesting to note that
the original MCY potential, which forms the underlying ba-
sis of the MCYna potential, greatly over predicts the speed of
sound compared with experimental data. The main difference
between the MCYna and MCY potentials is the inclusion of
polarization effects in the former, which suggest that this is an
important factor in the observed improvement in agreement
with experiment.

IV. CONCLUSIONS

The NV E �P �G MD ensemble can be used to directly ob-
tain all of the thermodynamic properties of water. Results ob-
tained for the pressure, adiabatic compressibility, isothermal
pressure coefficient, thermal expansion coefficient, isochoric
heat capacity, and speed of sound using the MCYna poten-
tial are in very good agreement with reference data over the
entire liquid range of temperatures. In some cases, the agree-
ment is almost exact indicating that polarization has a major
influence. The isothermal compressibilities, isobaric heat ca-
pacities, and Joule-Thomson coefficients are under predicted.
In part, the discrepancy in the isobaric heat capacity can
be attributed to the uncertainty in the calculated isothermal
compressibility. The fact that the calculation of the Joule-
Thomson coefficient requires knowledge of both the isobaric
heat capacity and the isothermal compressibility probably ac-
counts for the uncertainty in this quantity. Nonetheless the

results for these properties reproduce the experimentally ob-
served trends. The comparison with results obtained for other
intermolecular potentials is unavoidably incomplete because
of the absence of data for other models. However, for the lim-
ited cases for which data are available, it is clear that incorpo-
rating polarization in the MCYna potential has resulted in a
considerable improvement in the accuracy of predictions for
the thermodynamic properties of water.

The MCYna calculations included three-body interac-
tions, which are computationally expensive. However, the
contribution of induction interactions dominates and, for
practical applications, the three-body calculations can be
omitted without a material loss of accuracy. In the absence
of three-body interactions, the MCYna potential is computa-
tionally competitive with other intermolecular potentials for
water.
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APPENDIX: EVALUATION OF PHASE-SPACE
FUNCTIONS

Equations (A1)–(A6) are the explicit expressions for
the phase-space functions reported elsewhere41 when �P = 0.
They are used to evaluate the thermodynamic quantities in Ta-
ble II,
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